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Abstract 
This paper proposed a new way to play music on the go. Most current methods involve manual music 

processing, using wearables, audio classification. Instead, it is recommended switching to manual 

connection and working traditionally. There convolutional neural network is used for emotion 

recognition. Using Pygame and Tkinter for better visualization. Our suggested approach will increase the 

system's overall efficiency by reducing the amount of time needed to get results and the overall cost of 

installation. Face expressions are captured by the built-in camera during system evaluation experiments 

on the FER2013 dataset. Concept face images are subjected to feature extraction in order to identify 

various emotions, including happy, angry, sad, surprised, and moderate. A user's current preferences are 

analyzed to update the music playlist. When compared to the algorithm in the current literature, it 

performs better in terms of computation time. 

 

Keywords: Face recognition, music, player, camera, Tkinter, Pygame, convolutional neural network, 
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1. Introduction 

Previous research has demonstrated that people react to music, which has a profound effect on 

how human brains function. Researchers have discovered that music has a significant 

influence on emotions and sentiments, which helps to explain why people listen to it. Among 

the most significant functions of music are its ability to enhance participants' mood and self-

awareness. Research has demonstrated the correlation between musical tastes and one's 

attitudes and emotions [1]. 

The area of the brain that affects the mind and emotions is where beats, timbre, rhythms, and 

music is controlled. A vital part of life can be interacting with other people. It provides users 

with a wealth of information while paying close attention to facial expressions, body language, 

speech, and emotions. Today, it is an important technique used in many applications such as 

emotion recognition, smart-cards, invigilation, image detection, crime, video indexing, public 

use, security, and adapting human-machine interfaces to various environments [2]. 

The rapid advancement of signal processing technology and other efficient extraction 

algorithms has facilitated the automatic recognition of diverse materials, including music and 

videos. This system holds great potential for numerous applications, including human-

computer interaction. A facial recognition system is used for emotional recognition, which 

allows it to identify the user's emotions and recommend appropriate playlists [3]. 

The system readies itself to detect an individual's emotional state; in the event that the person 

is depressed, a customized playlist featuring the most upbeat music will be displayed. It has 

been demonstrated that a certain list contains a variety of musical genres that elicit happy 

feelings when the atmosphere is upbeat [4].  

The data utilized for facial expression recognition is from Kaggle Facial Recognition. The 

facial recognition application is done using a convolutional neural network that provides up to 

95.14%. 

 

2. Literature Review  

The fact that humans commonly convey our emotions in interpersonal relationships through 

non-verbal cues like gestures, facial expressions, and voice pitch demonstrates how 

challenging and time-consuming it is to create and manage huge playlists [5]. According to the 

newspaper, the music chooses songs based on the user's current mood.
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The application scans as well as categorizes audio files based 

on audio characteristics to create mood playlists. The app uses 

Viola-Jonas algorithm for face detection and face removal. 

Five themes—angry, joyful, surprised, depressed, and 

embarrassed—are expanded into features of a Support Vector 

Machine (SVM), which is used for classification [6]. 

In article, galvanic skin response and photoplethysmography 

physiological sensors have proposed an emotion-based music 

recommendation from the signal obtained from a wearable 

computing device with working user perception. Emotions are 

an important aspect of the human body [7].  

Cognitive issues in the article are related to perceiving and 

estimating different motor systems. A person's emotional state 

and present mood can be readily read on their face, as was 

mentioned in. The main emotions—happy, sad, angry, 

surprised, disgusted, fearful, and neutral—were taken into 

consideration when designing the system. In this project, 

convolutional neural networks are used for face detection. 

Music is frequently viewed as a "emotional language" 

worldwide [8]." 

Emotions are important part of the human body. They play 

the most crucial role in life. The human desire is unity and 

understanding. One user of the local music selection started 

the band from the perspective conveyed by the album. This is 

usually included in the lyrics of the account. In particular, the 

article presents a technique that can be used to analyses 

human emotions to create emotion-based music, a music-

based technique to capture emotions, and the excellent way to 

use this technique for researching theory [9]. Along with a 

brief explanation of playlist creation and distribution theory, it 

also describes how our system operates. The desire to divide 

playlists and song annotations based on the user's current 

mood was expressed by CH Radhika et al. This is a tedious 

and time-consuming task. Various algorithms have been 

suggested to mechanize the procedure [10].  

However, widely suggested algorithms are less sensitive, 

slow, and require extra hardware, like sensors and EEG 

models, which raises the system's overall cost. Provide an 

algorithm that saves time and labor when generating a playlist 

based on a person's facial expressions instead of requiring 

human intervention. The algorithms presented in this paper 

aim to reduce the overall computation time and system 

creation cost. It also aims to improve the efficiency of the 

design. The system's facial emotion recognition system is 

verified by comparison with both user and non-independent 

data [11].  

 

3. Problem Definition  

The paper focuses on creating a cross-platform music player 

that uses machine learning algorithms to provide music 

recommendations based on the user's current mood via any 

camera. 

 

4. Proposed System Overview  

The way the user and musician interact is presented more 

simply in the suggested application. The camera's primary job 

on the system is to take pictures of faces. A neural network 

that predicts emotions is fed captured photos. To obtain a 

playlist, requirements from the captured images are utilized 
[11]. Our system's second major goal is to give users access to 

a music playlist that can alter their mood from happy to sad, 

natural to unexpected. It is advised to act to observe the 

subject's emotions. If the subject exhibits negative emotions, a 

list accompanied by the most uplifting music is shown to help 

the person become more compassionate. The following 

modules comprise facial recognition-based music recognition: 

• Real-Time Face Capturing: This module correctly 

captures the user's face.  

• Face Recognition Module: It will take in facial data from 

the user. The end-user image's features are evaluated by 

the convolutional neural network according to its 

programming [12].  

• Emotion Detection Module: In this section, the end-user 

image's features are extracted in order to identify the 

user's emotions. The system then generates captions in 

accordance with those emotions.  

• Music Recommendation Module: The user's expressions 

are mapped to the mood type of songs, allowing the 

recommendation function to suggest a list of songs [13]. 

 

 

 
 

Fig 1: Workflow of the system 

 

5. Methodology  

5.1 Database Description  

The dataset FER2013 consists of thousands of images with 

different human emotions along with a caption that describes 

the emotion detected. The following figure shows some of the 

sample images. 

 

 
 

Fig 2: Samples images from FER2013 dataset. 

 

5.2 Emotion Detection Function  

using the Kaggle dataset to create a convolutional neural 

network (CNN) model. The FER2013 database was divided 

into training and test data sections. There are 24170 images in 

the training file and 6040 images in the test file. Grayscale 

images of human faces, 48 by 48 pixels, are included in the 

file. Five moods are labeled on each picture in FER-2013: 

neutral, surprise, anger, sadness, and happiness [14]. 

The faces are recorded so that they are more or less in the 

same place in each image. Images in FER-2013 have exposed 

and unexposed heads, grayscale and 48x48 pixels.  

FER-2013 was crafted by collecting all the thoughts and 

feelings of the mind from Google Image Searches. While the 

FER system trained with random data will perform well on 
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emotions such as happiness, sadness, anger, neutrality, and 

surprise, it will not perform well on Negative emotions such 

as hatred and fear. This problem is typically solved using the 

weighted SoftMax method, which involves weighing the time 

loss for each class hypothesis that is supported by its relative 

equivalent in the training program. 

Nonetheless, the SoftMax function—which is registered to 

forcefully separate the properties of various classes without 

taking into account the compactness class—is the foundation 

of the weight loss strategy. Training neural networks with the 

loss program is a smart way to address the SoftMax loss issue. 

To deal with missing values, categorical cross-entropy is 

used. For every iteration, the failure option is used to evaluate 

the error rate. Therefore, a loss function called categorical 

cross-entropy to check for values and missing values. 

 

5.2.1 Face Detection Function 

One of the main uses for computer vision systems is face 

detection. It is the process of creating and refining algorithms 

to track faces or objects in photos accurately enough to detect 

objects or related processes. This can be discovered in real 

time via snapshots or images. Face detection uses 

segmentation, a process that detects faces (1) or no faces (0) 

in images. Classifiers are trained to identify facial expressions 

using multiple images for greater efficiency. Haar cascades 

and LBP (Local Binary Patterns) are the two classification 

methods used by OpenCV. When using Haar classifiers for 

face detection, a predefined set of distinct faces is used to 

train the classifier, enabling it to recognize a variety of faces. 

The primary goal of face detection is to identify the face in a 

frame by minimizing outside noise and other distractions. 

This method, which is based on machine learning, uses input 

data to train the cascade function. Encourage the use of Haar 

Wavelet technology to enable function-based learning of 

image pixels in frames. 

It extracts a high degree of efficiency from the "learning data" 

by utilizing a variety of machine learning techniques. 

 

 
 

Fig 3: Filtering images based on emotions 

 

In figure 4, various facial emotions are passed to the model to check its accuracy and performance. A few shortcomings were 

noticed that can be overcomed in the upcoming versions. 

 

 
 

Fig 4: Testing of model on random images 

 

5.2.2 Feature Extraction  

The pre-trained network is used as a random feature extractor 

or sequence model when feature extraction is successful. We 

can proceed based on our properties, pause in the previous 

process, and utilize the process's output by using the input 

view. Only a few filters are used because the convolutional 

mesh layer extracts high-level features from the captured 

image. Increase the filter size to double or triple the filter size 

of the preceding layer as deeper layers are generated. Deep 

filters are more expensive but require more features. 
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Fig 5: Classifying images based on facial heat maps 

 

Neural networks' power and discrimination are applied for 

this purpose. A feature map, or the average representation of 

each layer beyond the first, is the model's output. Load the 

input images, and use the feature map that is produced to 

identify the primary features for image classification. 

Applying filters or feature detectors to the input image or 

feature map output of the preceding layer produces feature 

maps. You can see how each convolutional layer in the model 

represents its unique features by utilizing the feature map 

view. 

 

5.2.3 Emotion Detection 

Filters or detectors are used in convolutional neural network 

(CNN) architecture to access the image and obtain a map, 

which is then used to apply the Relu activation function. It is 

possible to identify edges, curves, vertical and horizontal 

lines, etc. using feature detectors or filters, found in images. 

It helps to identify various features such as Then integration is

 applied to the specific text to achieve seamless translation. Po

oling makes predictions based on the assumption that the pool

ed results will not change when the input is replaced with a 

touch number. 

But maximum pooling yields superior results than minimum 

and average pooling. Flattening all inputs and feeding the 

flattened inputs into the deep neural network, which is the out

put of the product category. 

 

 

 
 

Fig 6: CNN model view 

 

 

Figure 7 explains the different steps that are opted while 

extracting various facial features from any image of 

48x48pixels. The major focus areas include eyebrows, nose, 

and lips postures. Multiple layers are overlapped to get to the 

final prediction value. 
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Fig 7: Feature description 

 

Display group can be double or multiple groups to identify nu

mbers or separate different clothes. The neural network is like

 a blackbox and the learned properties in the neural networks 

are not defined. Basically, system took the input image, and th

e CNN model gave results. The search hypothesis is impleme

nted by loading the model trained with CNN weights. When p

rovided with a live image of an enduser, that image is 

first conveyed to a CNN model that predicts emotions and add

s tags to the image. 

 

 
 

Fig 8: Testing various samples to improve accuracy 

 

 

5.3 Music Recommendation Module  

5.3.1 Songs Database  

Thesystem creates a database for Bollywood/Hollywood sons. 

Each csv has 100 to 150 songs. It is evident that music 

improvises our mood. Therefore, if the user is feeling sad, 

the model will suggest playlists to support him and cheer him 

up from the automatic mood. 

 

5.3.2 Music Playlist Recommendation  

Real-time analysis of the user's mood using the mood module. 

This will provide text like Happy, Sad, Angry, Surprised and 

Neutral. The system associated directory with the folders of 

the song database that is generated using the os.listdir() 

method in Python. This way listdir() is utilised to get a list of 

files of a directory. 

 

 
 

Fig 9: Classification of songs on the basis of emotions 

 

6. Result & Analysis  

Following a review of several studies utilizing convolutional 

neural networks, extreme learning machines, and support 

vector machines (SVM).  

A comparison of related algorithms is presented in Table 2. 

For each study, corresponding algorithms and efficiency 

values are provided. Convolutional neural networks, or 

CNNs, are used to increase the accuracy and efficiency of 

emotion detection. 

 
Table 2: Validation and Testing accuracy for the three algorithms on 

the Fer2013 Dataset 
 

Algorithm SVM ELM CNN 

Validation Accuracy 0.660 0.620 0.950 

Testing Accuracy 0.669 0.634 0.715 
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7. Conclusion  

A comprehensive overview of the literature shows that there 

are a number of ways to use visual music. The process was 

provided by previous researchers and the developers were 

trained. According to the findings, our system's target was 

adjusted. As the strength and quality of AI applications 

continue to increase, our operations will be cutting-edge using 

modern technology. This system provided information on 

how music affects an end-user's mood and how to select the 

right music to lift that mood. 

Facial emotions can be recorded by a useful system. The 

model is capable of capturing the following emotions: 

surprised, happy, sad, angry, or neutral. The model tracks the 

end-user's mood and then gets ready to show the user a list of 

songs that go with the desired appearance. Processing large 

files requires a lot of CPU and memory. This will make the 

development process more difficult. 

The goal is to implement this application on standard 

hardware using the simplest and least expensive method 

possible. Our facial recognition-based music 

recommendations will reduce users' workload of designing 

and managing playlists. 

 

8. Future Scope  

While the model is running, there is still room for future impr

ovements. Many aspects of the app can be customized to prov

ide users with better results and a better experience. Some of t

hese are alternatives based on other emotions that do not invol

ve our body, such as hatred and fear. This consideration inclu

des support for music playback. The future opportunity for thi

s technique will be to develop techniques that will assist in m

usic therapies and help music therapists treat patients with stre

ss, anxiety, depression pressure and injury. 

There is a chance to quickly add some extra functionality as a 

solution because the current system struggles in dim lighting 

and unfavorable camera conditions. 
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