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Abstract 
Climate has a direct influence on crop development and the final yield. In this article, a generic agro 

climatic yield prediction model for grape is developed and analytically solved. This model is useful for 

research scholars, faculty members and academicians in the area of mathematical biology. The 

asymptotic analysis is carried out to obtain the final form of the yield prediction model. In the process of 

model development, climate, disease and grape yield are considered as dependent parameter. Infection 

rate, disease incidence, seasonality rate and removal rate of grape yield per harvest time are considered as 

independent parameters. Further, the model is studied and the parameters estimation from the field level 

data during the period 2015-2021 from GRS and Theni surrounding villages. The effects of various 

parameters on concentration curves are discussed. Stability Analysis of this model is also explained. The 

obtained analytical solution in comparison with the numerical and stability analysis is found to be in 

satisfactory agreement. In addition, the basic reproduction number for this model is obtained. This model 

helps to predict the future calculations of infected and recovered yield for grape from the reproduction 

number
0R . The model permits to highlight crucial mechanisms to undergo and evaluate the 

consequences of different agricultural practices on the quantity and quality of the yield. 
 

Keywords: Seasonality rate, grape yield, disease incidence, infection rate, mathematical modeling, 

simulation 
 

1. Introduction 

Climate has a profound influence on vine growth, productivity and quality of fruits. Of the 

factors contributing to the successful cultivation of grape, climate ranks first. The weather 

parameters viz., sun light, rainfall, humidity also influence the quality development of the 

fruits. 

Downy Mildew (Plasmopara viticola) is known as one of the most important vineyard 

diseases in TamilNadu, because it has the capability to develop and spread very quickly and 

cause large crop losses in certain areas according to the weather conditions [1]. Farmers must 

make decisions whether or not to spray downy mildew and also how frequently to spray and 

which agrochemicals to use [2]. A good understanding of the stage is needed in incidence and 

conditions of congenial for the incidence and development of the disease. The efficacy and 

mode of action of fungicides help the effective management of any disease, particularly downy 

mildew. 

Some mathematical models are developed to provide short-term and field-scale predictions of 

DM epidemics resulting from infections caused by P. Viticola sporangia in Switzerland, 

France, Austria, Germany, and Italy [3-10]. These models are developed by using a common 

database of previous publications. 

Christopher et al. have reformulated the SIR model with host response to infection load for a 

plant disease [11]. Daniele et al. [12] have developed the model for temporal dynamics of brown 

rot spreading in fruit orchards. Jeger et al. [13] have developed a generic modelling framework 

to understand the dynamics of foliar pathogen and bio-control agent (BCA) populations in 

order to predict the likelihood of successful bio-control in relation to the mechanisms 

involved. Abdul Latif has formulated the induced resistance to plant disease using a dynamical 

system approach [14]. Mario de la fuente has compared different methods of grapevine yield 

prediction in the time window between fruit set and version [15]. Rory Ellis et al. [16] have 

developed the Bayesian growth model to predict the yield for grape by using simulation. A 

dynamic model for Plasmopara viticola primary infections on grapevine was elaborated 

according to a mechanistic approach by Vittorio Rossi [17]. A generic mathematical model that 

incorporates the elicitor effect to combat disease infection was initially introduced by Abdul 
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Latif [18]. Manisha S. Sirsat [19] obtained the predictive model for each phenology that predicts yield during growing stages of 

grapevine and to identify highly relevant predictive variable by machine learning technique. Recently, a prediction model has 

been developed for the Godello cultivar, one of the preferential autochthonous white cultivars in the Northwest Spain Ribeiro 

Designation of Origin vineyards, by means of aerobiological, meteorological and flower production analysis by Estefanía 

González-Fernández [20]. More recently, Kadbhane et al. [21] have developed the grape yield (ACGY) model under climate change 

scenario using multiple linear regression analysis. 

According to the literature survey, there are many yield estimating models that can be used to estimate the yield of wheat, rice, 

maize, sorghum, sugarcane, etc. However, for grapes, there are no models available for estimation without secondary data. So far, 

no models have been reported for estimation exactly of grape yield in Indian terrain. The present study aims at developing an 

agro-climatic grape yield prediction model for the study area in Theni district based on current and future climate data. However, 

to the best of our knowledge, till date no general model and analytical results for the concentration of climate, disease and yield of 

grape as a function of infection rate, disease incidence, seasonality rate and removal rate of grape yield loss per harvest time. The 

obtained analytical solution in comparison with the numerical and stability analysis is found to be in satisfactory agreement. In 

addition, the basic reproduction number for yield prediction model for grape is obtained. 

 

2. Mathematical formulation of the problem 

In the development of the yield prediction model, temperature, relative humidity, rainfall, and rainy days etc., are all considered 

climate domain characteristics. Climate data is collected by a groundnut centre in Tamil Nadu. Field surveys are used to obtain 

data on the incidence domain, while the Grape research station in Theni collected yield data during the period 2015-2021.All 

grape plants are of common variety cultivated in the study area, namely Muscat Humbug. Figure 1 shows the agro-climatic 

disease grape yield model schematic diagram used for real-life theoretical outcome. 

 

 
 

Fig 1: The agro-climatic disease grape yield model schematic diagram used for real-life theoretical outcome 

 

The parameters from the domain  is the seasonality rate,   is the disease incidence, is the infection rate and   is the 

removal rate of yield loss per harvest time. It is considered in the development of the agro-climatic grape yield prediction model 

using the asymptotic analysis. The basic form of the model is indicated below: 

 (1) 

 

 

 

DCD
dt

dD
              

 
(2)
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dt
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(3)

 

 

The corresponding initial conditions are: 

 

      **,* 0,0;0 YYDDCC 
           (4) 

 

where C  is the concentration of climate, D is the concentration of disease, Y is the concentration of yield, t  is the time in days, 

  is the infection rate for grape,   is the disease incidence rate for grape,   is the seasonality rate,  is the removal rate of 

grape yield loss per harvest time, using HPM (Appendix A) to find the solution of the equations (1-3) is 
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3. Local stability analysis 

3.1 Equilibria 

An equilibrium point is a point at which variables of a system remain unchanged over time. An equation (1)-(3) possesses the 

equilibrium 
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,0,  and the system is stable at this equilibrium point. If the system is at stable steady state and is perturbed 

slightly off the steady state, then the system will return to the steady state. Therefore, small fluctuations in crops will not destroy 

the equilibrium and it would expect to observe such equilibrium in nature. In this way, the stability typically determines physically 

viable behavior. It is now determined that the behaviour of equations (1)-(3) near the equilibrium point find the linearization at the 

equilibrium. Jacobian matrix is needed to assess. 
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Eigen values of the Jacobian matrix are .,,0 321  
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Then,
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Stability can be analyzed using direction filed, numerical method in figure 9. Thus, 1)( 1

0  FVspectrumR , the given 

system is globally stable. It has formulated a yield prediction model and investigated the dynamical behaviors. It has also obtained 

the basic reproduction number, 0R  which plays a crucial role. By constructing Lyapunov function, it proves the global stability of 

the equilibria: when the basic reproduction number is less than or equal to one, all solutions converge to the disease-free 

equilibrium that is disease dies out eventually. 

 

4. Numerical Solution 

The model formulation of the equation is numerically solved to test the accuracy of this analytical method. Eqs. (1-3) are 

numerically solved using Matlab software, a programme that may be used to solve initial value problems. A complete Matlab 

application for numerical simulation is included in Appendix B. The comparison confirmed that the numerical results match 

visually and tabular analytical results extremely well. For using field level data during the period 2015-2021(in Tables 2-5), the 

seasonality rate, the disease incidence, the infection rate and the removal rate of yield loss per harvest time is obtained and applied 

in the given analytical result. There is no significant difference in error % between the numerical and analytical results. 

 

5. Result and discussion 

Eqs. (5-7) are the new analytical expressions of the climate, disease and yield as a function of the seasonality index, the disease 

incidence, the infection rate and the removal rate of yield loss per harvest time. The concentration of a species is determined by 

the varying relative rates of infection rate, disease severity as well as effective seasonality rate. The concentration of 

)( and )( ),( tYtDtC involved in the infection rate, seasonality index and diseases severity with respect to the time in days from 

the agro-climatic grape yield model and compared with numerical results in Fig. 2. From the figure, it is observed that the 

concentration of climate is increasing when disease is automatically increasing and other concentration yield becomes zero at 

initial time. Due to longtime, the concentration of climate is decreasing when disease is automatically decreasing at the same time 

the concentration of yield is increases. The concentration profile is equal to steady state when time in days ( 1t ). The effects of 

seasonality index *C on concentration of climate as a function of time (days) with 90,04.24,98.23,0,0 **  YD

are shown in Fig. 3. As it increases, the concentration of climate decreases. Fig. 4 shows the effects of infection rate   on 

concentration of disease as a function of time (days) using Eq. 6, where it is observed that the concentration of disease increases 

when the infection rate increases. Fig. 5 demonstrates quantitatively the effects of seasonality rate parameter on the concentration 

of yield as a function of time in days. At low time, the effect of decreasing seasonality rate on the concentration yield is shown to 

reduce the yield concentration. 

Fig. 6 shows the three-dimension space on the concentration of climate for varying effective seasonality rate and infection rate. 

The concentration of climate is independent of both  and   but is a function of *C  where reduces the concentration of climate. 

Fig. 7, the concentration of disease varies with infection rate and disease incidence for large value of t . In this regime, the 

concentration of disease increases with increasing infection rate when 10 . In figure 8, the disease incidence   is extremely 

high, when the concentration of yield asymptotically reaches a constant value regardless of  , but it depends on  . It can be 

concluded that the concentration of yield increases, when the seasonality index and disease incidence slightly decrease. Analytical 

expression of climate, disease and yield are compared with simulation results in Table 1. The maximum relative error between 

numerical simulations with the analytical result for the developed model is obtained 0.2832%. Stability analysis is carried out for 

the developed model using the parametric Jacobian transformation method. Based on the obtained results of the mathematical 

tests, the developed yield prediction model (Eq.5-7) is recommended for its use to estimate the grape yield. Further, phase 

portraits, for both linear and non linear system can be predicted or analyzed using algebraic method. In figure 9, is easy to see that 

the globally stable state and the both upper and lower are positive state are stable nodes.  
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Fig 2: Concentrations for )( and )(),( tYtDtC  versus time in days for 

.2.0,90,04.24,98.23,0,0,33 ***  YDC  The dotted line represent the numerical results and solid line represents 

the analytical results. 

 

 
 

Fig 3: Effects of seasonality index 
*C on concentration of climate as a function of time (days) with

.90,04.24,98.23,0,0 **  YD  
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Fig 4: Effects of infection rate   on concentration of disease as a function of time (days) with .90,04.24,0,0,33 ***  YDC  

 

 
 

Fig 5: Effects of effective seasonality rate   on concentration of yield as a function of time (days) with 

.2.0,04.24,98.23,0,0,33 ***  YDC  
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Fig 6: Effects of disease incidence   on concentration of climate for varying effective seasonality rate and infection rate for 

.0,0,33 ***  YDC  

 

 
 

Fig 7: Effects of effective seasonality rate  on concentration of disease for varying infection rate and disease incidence for 

.0,0,33 ***  YDC  
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Fig 8: Effects of infection rate   on concentration of yield for varying effective seasonality rate and disease incidence for 

.2.0,0,0,33 ***  YDC  

 

 
 

Fig 9: A sketch of the phase plane of the climate disease yield prediction system. Arrows represent the direction of the phase flows of matter 

through the system. 
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Table 1: Comparison of analytical result with numerical result for Concentrations 
)( and )( ),( tYtDtC

using the equations (5-7) for 

experimental values of parameter 
.2.0,90,04.24,98.23,0,0,33 ***  YDC
 

 

t  

Concentrations 

)(tC  )(tD
 

)(tY
 

This work Simulation Error % This work Simulation Error % This work Simulation Error % 

0 28.0000 28.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

0.1 0.00311 0.00312 0.3215 1.6140 1.6150 0.0620 26.3900 26.3800 0.0379 

0.2 0.1473 0.1475 0.1358 0.1473 0.1476 0.2037 27.8500 27.8501 0.0004 

0.3 0.0120 0.0121 0.8333 0.0121 0.0122 0.8264 27.9900 27.9902 0.0007 

0.4 0.0052 0.0052 0.0000 0.00521 0.0052 0.1919 28.0000 28.0000 0.0000 

0.5 0.0001 0.0001 0.0000 0.00241 0.00242 0.4149 28.0000 28.0000 0.0000 

 Average error % 0.2151 Average error % 0.2832 Average error % 0.0065 

 
Table 2: Monthly meteorological data (2016-20) 

 

Month 
Temperature (0C) 

Relative Humidity (%) Rainfall (mm) 
Maximum Minimum 

Feb 2016 31.20 20.64 82.00 - 

Mar 2016 35.46 22.19 87.21 2.06 

Apr 2016 38.14 25.13 71.44 3.15 

May 2016 34.53 25.88 49.00 14.96 

Jun 2016 30.20 24.04 73.86 1.58 

Jul 2016 30.96 23.81 76.13 2 

Aug 2016 31.16 24.91 74.87 1.01 

Sep 2016 31.86 23.84 77.13 0.08 

Oct 2016 31.36 22.47 75.00 5.23 

Nov2016 31.14 21.76 80.10 0.53 

Dec 2016 30.65 19.67 86.56 0.69 

Jan 2017 30.30 26.80 88.22 43 

Feb 2017 32.40 17.60 85.07 1 

Mar 2017 32.90 21.40 81.45 77 

Apr 2017 36.90 22.40 78.83 44 

May 2017 34.80 23.30 74.64 97 

Jun 2017 31.20 23.60 73.03 44 

Jul 2017 31.70 24.30 69.67 28 

Aug 2017 31.60 23.20 68.93 60 

Sep 2017 30.70 22.50 68.03 214 

Oct 2017 31.40 22.30 71.87 113 

Nov2017 30.00 21.20 75.80 233 

Dec 2017 28.80 19.60 74.29 64 

Jan 2018 30.60 16.80 76.83 2 

Feb 2018 32.00 17.30 73.17 21 

Mar 2018 33.19 21.32 76.77 22 

Apr 2018 35.25 22.58 76.03 25 

May 2018 33.19 23.09 79.09 181 

Jun 2018 30.60 23.76 78.20 34 

Jul 2018 29.22 22.70 76.48 118.5 

Aug 2018 29.09 22.93 76.83 131.5 

Sep 2018 32.33 22.33 75.23 142 

Oct 2018 30.67 21.96 79.22 250 

Nov 2018 30.93 22.03 78.63 137 

Dec 2018 29.25 20.90 77.97 13 

Jan 2019 28.51 16.80 79.70 0.00 

Feb 2019 31.74 19.42 71.16 17 

Mar 2019 35.14 20.64 76.29 32 

Apr 2019 35.33 23.80 78.07 103 

May 2019 36.35 26.51 78.96 121 

Jun 2019 32.74 23.84 76.13 41 

Jul 2019 31.22 22.90 78.41 65 

Aug 2019 28.41 22.54 77.58 119 

Sep 2019 29.76 22.76 77.00 168 
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Table 3: Disease intensity of downy mildew for grape during the year 2016-2020 from Theni district 
 

Disease intensity 

 
2016-17 

        
Field no 1 2 3 4 5 6 7 8 Avg 

1 3 4 2 2 1 0 1 2 1.88 

2 4 0 0 1 0 2 1 1 1.13 

3 2 4 3 3 2 1 2 0 2.13 

4 3 3 1 2 2 3 1 2 2.13 

5 3 3 2 4 3 4 2 3 3.00 

6 2 0 3 3 2 2 1 4 2.13 

7 1 2 0 3 3 2 3 1 1.88 

8 2 4 3 1 3 0 2 2 2.13 

9 2 3 3 4 2 2 3 0 2.38 

10 1 2 1 2 1 2 3 2 1.75 

11 2 3 4 2 2 1 1 1 2.00 

12 3 0 1 1 1 1 0 0 0.88 

13 2 1 2 1 1 1 2 3 1.63 

14 2 1 1 2 1 1 2 2 1.50 

15 0 0 1 0 1 1 1 0 0.50 

         
27.05 

 
2017-18 

        
Field no 1 2 3 4 5 6 7 8 Avg 

1 2 3 2 2 2 3 1 3 2.25 

2 1 1 0 1 0 2 0 1 0.75 

3 2 0 1 3 2 1 2 2 1.63 

4 1 0 1 0 1 2 1 1 0.88 

5 2 1 2 1 2 1 2 2 1.63 

6 1 2 3 3 1 2 3 1 2.00 

7 1 1 0 3 1 2 3 1 1.50 

8 2 1 3 2 2 3 2 3 2.25 

9 3 2 0 1 3 2 1 2 1.75 

10 3 1 1 1 1 2 3 1 1.63 

11 1 3 4 2 1 1 2 3 2.13 

12 0 4 1 1 0 1 0 3 1.25 

13 2 2 2 1 2 1 1 1 1.50 

14 0 1 1 0 0 1 1 1 0.63 

15 1 2 1 0 1 1 3 2 1.38 

         
23.16 

 
2018-19 

        
Field no 1 2 3 4 5 6 7 8 Avg 

1 2 2 2 2 1 0 1 2 1.50 

2 3 1 0 1 0 2 1 1 1.13 

3 2 2 3 3 2 1 2 3 2.25 

4 1 0 1 2 1 0 1 1 0.88 

5 1 1 2 2 3 2 2 3 2.00 

6 1 0 3 3 1 0 1 2 1.38 

7 1 1 0 1 1 2 3 1 1.25 

8 2 2 3 3 2 3 2 2 2.38 

9 2 3 1 0 2 2 1 0 1.38 

10 1 2 1 2 1 2 3 2 1.75 

11 1 0 0 2 2 1 1 2 1.13 

12 3 0 1 0 0 1 1 0 0.75 

13 2 1 0 1 1 1 2 2 1.25 

14 2 1 2 2 3 3 2 2 2.13 

15 0 1 2 2 1 1 3 2 1.50 

         
22.66 

 
2019-20 

        
Field no 1 2 3 4 5 6 7 8 Avg 

1 1 3 3 3 2 3 2 2 2.38 

2 3 2 2 2 1 2 0 1 1.63 

3 0 1 1 0 0 1 1 1 0.63 

4 2 3 1 3 2 1 1 4 2.13 

5 1 2 2 2 1 2 2 2 1.75 

6 1 0 1 0 1 1 1 1 0.75 

7 2 1 1 3 1 2 3 12 3.13 

8 1 1 1 2 2 1 2 2 1.50 

9 1 2 0 1 1 3 1 2 1.38 

10 3 1 1 1 1 2 3 2 1.75 
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11 1 1 1 1 0 0 1 0 0.63 

12 0 4 1 1 0 1 0 3 1.25 

13 0 2 0 1 2 0 1 1 0.88 

14 2 1 1 2 2 4 2 3 2.13 

15 1 2 1 0 1 1 3 2 1.38 

         
23.3 

 
Table 4: Percentage disease incidence of downy mildew for grape during the year 2016-2020 from Theni district 

 

  
Raw Data format 

 
2016-17 2016-17 RI 

   
R2 

   
R3 

  

field no 

Per cent 

disease 

incidence 

No. of 

grapevine 

leaves 

affected 

Total no. of 

leaves 

observed in 

a set 

field 

no 

Per cent 

disease 

incidence 

No. of 

grapevine 

leaves 

affected 

Total no. 

of leaves 

observed 

in a set 

field 

no 

Per cent 

disease 

incidence 

No. of 

grapevine 

leaves 

affected 

Total no. 

of leaves 

observed 

in a set 

Mean 

PDI 

1 25.00 3 12 1 40.00 4 10 1 18.18 2 11 27.73 

2 18.18 2 11 2 8.33 1 12 2 16.67 2 12 14.39 

3 25.00 3 12 3 16.67 2 12 3 25.00 3 12 22.22 

4 36.36 4 11 4 27.27 3 11 4 27.27 3 11 30.30 

5 36.36 4 11 5 30.00 3 10 5 44.44 4 9 36.94 

6 36.36 4 11 6 36.36 4 11 6 41.67 5 12 38.13 

7 25.00 3 12 7 45.45 5 11 7 36.36 4 11 35.61 

8 36.36 4 11 8 30.00 3 10 8 45.45 5 11 37.27 

9 30.77 4 13 9 30.77 4 13 9 20.00 2 10 27.18 

10 25.00 3 12 10 36.36 4 11 10 27.27 3 11 29.55 

11 15.38 2 13 11 7.69 1 13 11 18.18 2 11 13.75 

12 18.18 2 11 12 0.00 0 10 12 8.33 1 12 8.84 

13 30.00 3 10 13 27.27 3 11 13 25.00 3 12 27.42 

14 16.67 2 12 14 8.33 1 12 14 11.11 1 9 12.04 

15 9.09 1 11 15 0.00 0 11 15 12.50 1 8 7.20 

            
24.57 

2017-18 
 

RI 
   

R2 
   

RI 
  

 

Per cent 

disease 

incidence 

No. of 

grapevine 

leaves 

affected 

Total no. of 

leaves 

observed in 

a set 

 

Per cent 

disease 

incidence 

No. of 

grapevine 

leaves 

affected 

Total no. 

of leaves 

observed 

in a set 

 

Per cent 

disease 

incidence 

No. of 

grapevine 

leaves 

affected 

Total no. 

of leaves 

observed 

in a set 

Mean 

PDI 

1 33.33 4 12 1 40.00 4 10 1 30.00 3 10 34.44 

2 9.09 1 11 2 8.33 1 12 2 16.67 2 12 11.36 

3 23.08 3 13 3 41.67 5 12 3 25.00 3 12 29.91 

4 8.33 1 12 4 18.18 2 11 4 0.00 0 11 8.84 

5 27.27 3 11 5 27.27 3 11 5 23.08 3 13 25.87 

6 50.00 5 10 6 33.33 4 12 6 45.45 5 11 42.93 

7 8.33 1 12 7 45.45 5 11 7 33.33 4 12 29.04 

8 36.36 4 11 8 50.00 5 10 8 41.67 5 12 42.68 

9 38.46 5 13 9 38.46 5 13 9 30.00 3 10 35.64 

10 25.00 3 12 10 23.08 3 13 10 18.18 2 11 22.09 

11 45.45 5 11 11 46.15 6 13 11 33.33 4 12 41.65 

12 45.45 5 11 12 16.67 2 12 12 16.67 2 12 26.26 

13 30.00 3 10 13 27.27 3 11 13 27.27 3 11 28.18 

14 10.00 1 10 14 7.69 1 13 14 7.69 1 13 8.46 

15 46.15 6 13 15 36.36 4 11 15 16.67 2 12 33.06 

            
28.03 

2018-19 
 

RI 
   

R2 
   

RI 
  

 

Per cent 

disease 

incidence 

No. of 

grapevine 

leaves 

affected 

Total no. of 

leaves 

observed in 

a set 

 

Per cent 

disease 

incidence 

No. of 

grapevine 

leaves 

affected 

Total no. 

of leaves 

observed 

in a set 

 

Per cent 

disease 

incidence 

No. of 

grapevine 

leaves 

affected 

Total no. 

of leaves 

observed 

in a set 

Mean 

PDI 

1 18.18 2 11 1 30.00 3 10 1 27.27 3 11 25.15 

2 27.27 3 11 2 8.33 1 12 2 25.00 3 12 20.20 

3 30.77 4 13 3 41.67 5 12 3 25.00 3 12 32.48 

4 0.00 0 12 4 9.09 1 11 4 11.11 1 9 6.73 

5 45.45 5 11 5 36.36 4 11 5 27.27 3 11 36.36 

6 30.00 3 10 6 16.67 2 12 6 25.00 3 12 23.89 

7 16.67 2 12 7 27.27 3 11 7 18.18 2 11 20.71 

8 27.27 3 11 8 40.00 4 10 8 41.67 5 12 36.31 

9 23.08 3 13 9 0.00 0 13 9 20.00 2 10 14.36 

10 25.00 3 12 10 15.38 2 13 10 18.18 2 11 19.52 

11 15.38 2 13 11 15.38 2 13 11 7.69 1 13 12.82 

12 9.09 1 11 12 16.67 2 12 12 0.00 0 12 
 

8.59 
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13 0.00 0 10 13 18.18 2 11 13 23.08 3 13 
 

13.75 

14 30.00 3 10 14 30.77 4 13 14 50.00 5 10 
 

36.92 

15 30.77 4 13 15 27.27 3 11 15 25.00 3 12 
 

27.68 

             22.37 

2019-20 
 

RI 
   

R2 
   

RI 
   

 

Per cent 

disease 

incidence 

No. of 

grapevine 

leaves 

affected 

Total no. of 

leaves 

observed in 

a set 

 

Per cent 

disease 

incidence 

No. of 

grapevine 

leaves 

affected 

Total no. 

of leaves 

observed 

in a set 

 

Per cent 

disease 

incidence 

No. of 

grapevine 

leaves 

affected 

Total no. 

of leaves 

observed 

in a set 

 
Mean 

PDI 

1 27.27 3 11 1 30.00 3 10 1 44.44 4 9 
 

33.91 

2 30.00 3 10 2 8.33 1 12 2 25.00 3 12 
 

21.11 

3 0.00 0 12 3 8.33 1 12 3 8.33 1 12 
 

5.56 

4 27.27 3 11 4 40.00 4 10 4 27.27 3 11 
 

31.52 

5 36.36 4 11 5 20.00 2 10 5 18.18 2 11 
 

24.85 

6 0.00 0 10 6 0.00 0 11 6 30.00 3 10 
 

10.00 

7 27.27 3 11 7 40.00 4 10 7 36.36 4 11 
 

34.55 

8 16.67 2 12 8 27.27 3 11 8 16.67 2 12 
 

20.20 

9 23.08 3 13 9 23.08 3 13 9 20.00 2 10 
 

22.05 

10 33.33 3 9 10 30.77 4 13 10 45.45 5 11 
 

36.52 

11 0.00 0 12 11 8.33 1 12 11 7.69 1 13 
 

5.34 

12 18.18 2 11 12 8.33 1 12 12 16.67 2 12 
 

14.39 

13 0.00 0 10 13 18.18 2 11 13 7.69 1 13 
 

8.62 

14 30.00 3 10 14 25.00 3 12 14 30.00 3 10 
 

28.33 

15 16.67 2 12 15 27.27 3 11 15 8.33 1 12 
 

17.42 

             
20.96 

 
Table 5: Average value of experimental values of the parameters from Grape research station and surrounding villages at Theni district using the 

measurement tables ( 2-4) during the period 2015-2021. 
 

S. No Parameters 
Experimental value 

(Mean value) 

1. Infection rate ( )  23.98 % 

2. disease incidence ( )  24.04% 

3. seasonality rate ( )  90% 

4. removal rate of grape yield per harvest time ( )
(yield loss form GRS)

 0.2 to 0.6% 

5. Disease concentration at initial time ( )*D  0 

6. Yield concentration at initial time )( *Y  0 

7. Climatic concentration at initial time (
*C ) (minimum temperature) 330c 

 

6. Conclusion 

The developed agro-climatic grape yield prediction model (Eq.13) is analytically solved using asymptotic method. The model is 

quantified in terms of fundamental seasonality index, disease severity rate, infection rate, removal rate of yield loss, the analytical 

expression of the climate, disease and yield concentration are derived. The obtained results have a good agreement with that 

numerical result and stability analysis. It is established that the global dynamics are completely determined by the basic 

reproduction number 0R . If 0R  ≤ 1, then the disease-free equilibrium is globally asymptotically stable. Therefore, the given 

system of equation of the model is globally stable. Based on the obtained results of the developed yield prediction model, it is 

recommended for its use to estimate the grape yield. Also, a valuable tool for predicting crop yields in a few years ahead of time. 

 

Appendix A:  

Solution of the equations (5 to7) using Homotopy perturbation method. 

 In this Appendix, it is indicated how Eqs. (1) to (3) is derived. To find the solution of Eqs. (5) to (7), Homotopy is constructed as 

follows: 

 

  01 
















 CCD

dt

dC
pC

dt

dC
p          (A.1) 

 

  01 
















 CDD

dt

dD
pD

dt

dD
p         (A.2)
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  01 











 CDY

dt

dY
pY

dt

dY
p 

        (A.3) 

 
*** )0(;)0(;)0( YYDDCC 

         (A.4)  

 

0  ;0 D0; ;0  iii YCt
           (A.5)  

 

and 

      

......

.......

.........

3

3

2

2

10

3

3

2

2

10

3

3

2

2

10















YpYppYYY

DpDppDDD

CpCppCCC

         

(A.6) 

 

Replacing Eq. (A.6) for Eqs. (A.1) and (A.2) and (A.3), the following differential equations areobtained by arranging the power 

coefficients  

 

0: 0

00  C
dt

dC
p 

            (A.7)  

 

0:

0:

001
11

000

0

0

0

1
11





DCC
dt

dC
p

CDC
dt

dC
C

dt

dC
C

dt

dC
p





       (A.8)

 

 

0:

0:

01102
22

10110
1

1
1

2
22





DCDCC
dt

dC
p

CDCDC
dt

dC
C

dt

dC
C

dt

dC
p





     

 (A.9)

 

 

and

 

 

0: 0

00  D
dt

dD
p 

            (A.10)  

 

0: 001
11  DCD

dt

dD
p 

           (A.11) 

 

 

  0:

0:

01102
22

01101
1

12
122





DCDCD
dt

dD
p

DCDCD
dt

dD
DD

dt

dD

dt

dD
p





     (A.12)

 

 

0: 0

00  Y
dt

dY
p 

 (A.13)

 

 

0: 001
11  DCY

dt

dY
p 

          (A.14) 

 

Using the above equation, the following results are found. 
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teCC  *

0             
 (A.15)

 
 

teDD  *

0              (A.16) 

 
teYY  *

0              (A.17) 
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ttt e
D

e
C

e
DC

Y 















 





















****

1

 (A.20)  

 

 
 

 
 

   tt

ttt

e
DC

e
DC

e
DC

e
DC

e
DCDCDC

C




























































2

2

2**2

2

2**2

2
*2*2*2*2

2

2**2*2*2*2*2

2

2

2
  

(A.21) 

 

 

     

 
 tttt

t

e
DC

e
DC

e
DC

e
DC

e
DCDCDC

D

























































2

2**22**2
2

2

*2*2

2

*2*2

2**22**2

2

*2*2

2

2

2

    (A.22) 

 

 

According to the HPM, it can be concluded that 

 

.....................)(lim)( 10
1




CCCC
p


   (A.23) 

 

.....................)(lim)( 10
1




DDDD
p


   

(A.24) 

 

 .............................)(lim)( 10
1




YYYY
p

   (A.25) 

 

After putting Eqs. (A.15), (A.18) and (A.21) into Eq. (A.23), Eqs.(A.16), (A.19) and (A.22) into Eq. (A.24) and Eqs. (A.17) and 

(A.20) into Eq.(A.25), the final results can be described in Eqs. (3) to (6) in the text. The remaining components of )(),( xDxC nn  and 

)(xYn are entirely defined in such a way that the previous term decides each term.  

 

Appendix B 

Matlab Program for the Numerical Solution of Nonlinear Differential Eqs. (13-15) 

function main options= odeset ('RelTol',1e-6,'Stats','on');% initial conditions C=33; D=0.0001; Y=0; Xo = C, D, Y]; tspan = 

[0,0.5]; xspan = [0,100]; tic [t,X] = ode45(@TestFunction,tspan,Xo,options); toc figure plot(t,X(:,1),t,X(:,2),t,X(:,3)) ylabel('x') 

xlabel('t') return function [dx_dt]= Test Function (t, x) a=23.98; b=24.04; r=90; dx_dt(1) =-a*x(1)*x(2)-r*x(1); dx_dt(2) 

=a*x(1)*x(2)-b*x(2); dx_dt(3) =b*x(2)+r*x(1); dx_dt = dx_dt'; return. 
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