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Abstract 
An attempt was made to train several deep convolutional neural networks to classify images from the 

Image Detect challenge into 200 distinct classes. Multiple CNN architectures were tried which included 

pretrained modes with feature extraction as well as development of models from scratch. Our models 

consisted of 3- 5 convolutional layers, 3 max-pooling layers, 2-3 fully connected layers, and a Soft Max 

classification layer. Among the multiple transfer learning techniques used, InceptionResNetV2 showed 

the most promising results with the highest accuracy and lowest loss. The test predictions were 56% 

accurate and our model was among the top 13 models among 39 submissions (top 36%) in the Image 

classification task. 
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1. Introduction 

The area of deep learning is both challenging and intriguing and over the past few years it has 

found wide applicability. Image classification essentially is the methodology which assigns 

class labels from a fixed set of categories to each image given as input. This supervised 

learning technique defines a set of target classes (objects to identify in images) and trains a 

model to recognize them using labelled example photos. 

This seemingly simple classification technique has a wide range of practical applications and 

image classification is in vogue in all spheres of learning. This technique has the potential to 

transform lives and have a great impact worldwide. Due to this, every research in the area of 

computer vision is a steppingstone towards a greater global mission of achieving the 4th 

industrial revolution. This machine learning techniques can potentially transform all major 

spheres of life, from self-driving cars to the creation of visual tools to the differential diagnosis 

of disease. 

Image Classification challenge was taken up for the Capstone project considering all this as 

well as its applicability in our rapidly transforming world. An attempt was made to classify the 

models using different models using different approaches for achieving a reasonable accuracy 

of the validation dataset and subsequently the test dataset.  

Since its ideation, one of the main issues in computer vision has been image classification, 

which is concerned with determining the presence of visual structures in an input image 
[1]

. 

The fascination with image classification has led scientists and enthusiasts alike to contribute 

to this arena of deep learning. The MNIST digit-recognition is currently the gold standard for 

learning image classification, and it also approaches the best error rate 
[1]

.  

Over the years, multiple state-of -the-art and innovative algorithms were developed based on a 

popular dataset called the ImageNet. These algorithms offer varying amounts of accuracy upon 

the data and are also being used for transfer learning. The first deep learning model was 

developed in 2012 
[2]

 which achieved an accuracy of 26.2% using a SIFT model. This model is 

popularly known as AlexNet. The architecture of AlexNet consists of five convolutional 

filters, max-pool layers and three fully connected layers. Krizhevsky et al. trained a large, deep 

convolutional neural network to classify 1.2 million high-resolution images into 1000 different 

classes and achieved an error rate of 15.3% 
[2]

. Simonyan and Zisserman demonstrated the 

VGG16 model, which was made of 16 convolutional layers, many max-pool layers and 3 final 

fully connected layers
 [3]

. They also introduced 3x3 filters for each convolution (as opposed to 

11x11 filters for the AlexNet model) This significantly decreased the number of parameters  
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during training. Lin et al. developed the concept of inception 

modules. Subsequently Inception V2 model and Inception V3 

model we introduced 
[4]

. They promised a higher precision. 

The model viz, ResNet, is composed of 152 convolutional 

layers with 3x3 filters using residual learning by block of two 

layers. Residual Learning created a connection between the 

output of one or multiple convolutional layers and their 

original input with an identity mapping. Ren et al., 2015 also 

introduced Region Proposal Network (RPN) that shares full-

image convolutional features with the detection network 

while achieving state-of-the-art object detection accuracy on 

PASCAL VOC 2007 (73.2% mAP) and 2012 (70.4% mAP) 

using 300 proposals per image. He et al. (2015) combined 

inception modules and residual blocks into residual inception 

blocks. The inception modules have since been upgraded. 

Zoph et al. created a model with an architecture called the 

NASNet model 
[5]

.  

The area of artificial intelligence is ever evolving as more and 

more developments occur, the field advances magnificently 

[19; 20; 21; 22]. These image recognition models are seeping 

into diverse areas of science and are transforming lives which 

in turn has a direct impact on the economy as well.  

 

2. Materials and Methods 

2.1. Data Set  

Image Detect Challenge consisted of a dataset images 

belonging to 200 object classes. Each class had 450 training 

images, 50 validation images, and 50 test images. Class labels 

and bounding boxes were provided as annotations and the test 

classes had to be predicted and since it had no labels, the test 

accuracy could not be found.  

 

 
 

Fig 1: Random images within the dataset. 

 

The dataset was downloaded into the local machine and data 

was extracted into the Jupyter notebook (Anaconda) and run 

on python version 3.7.7. This data was visualized using 

various libraries viz os, pandas, NumPy, seaborn, matplotlib 

etc. For the image classification task, multiple libraries were 

used which primarily included TensorFlow (CUDA enabled 

GPU version) from google 
[6]

. Figure 1 depicts some of the 

random images within the dataset.  

 

2.2 Building a model from scratch  

There is a myriad of approaches to build an acceptable 

architecture for image classification. To build the most 

appropriate model for the classification task multiple models 

were tested for the highest accuracy. A total of 5 models using 

different numbers of multilayer Convolutional Neural 

Networks (Convolutional Layers, pooling layers as well as 

fully connected layers) using (Keras with TensorFlow 

backend) were built to run the train upon the train and 

validation dataset.  

Given the complexity of the task at hand and multiple 

possibilities of improving the prediction, multiple models 

were tried. These were developed without any pretrained 

models. The Convolutional Neural Networks had the 

following architecture:  

ReLu was used as a non-linearity which improves the 

network’s learning dynamics, and this reduces the number of 

iterations and reduces computational budget. The Kernel size 

taken was 3x3; Pool size: 2x2; Activation function in the 

classification layer: SoftMax; Optimizers: Adam and Binary 

Cross entropy 

Conv 2D layers varied from 3 to 5, Pooling layers: 3; Dense 

layers: 3 (400 neurons) and 2 (2156 and 200 neurons). A 

Dropout of 0.1 (one model only) was also tried. Care was 

taken to prevent overfitting by using a validation dataset for 

monitoring validation loss. We observed that as the number of 

the convolutional layers increased larger amounts of memory, 

so computational constraints limit the depth of the models. 

Max-pooling (pool) layers were useful in reducing the number 

of parameters in the network by the reduction of spatial size. 

Upon experimenting with different numbers of pooling layers, 

we got many errors and therefore by heuristics, we settled for 

3. The height and width of the convolutional filters are also 

important for the CNN architecture. These allow the CNN to 

build powerful input representations with fewer parameters 

we used a filter size of 3x3 so as to balance the complexity as 

well as to try to extract maximum information from the 

CNNs. Batch sizes of 32, 50, 60, 75 and 100 were were tried 

in our models. Beyond 100, the model became difficult to 

compute. Various learning rates viz: 0.001, 0.005, 0.009, 

0.0001, 0.0005, 0.00005, 0.00009 were tried as well. 

 

2.3 Transfer Learning 

Realizing the difficulty and well as the computational expense 

involved in developing the networks from scratch in terms of 

computational power, we attempted to train our dataset on 

pre-trained models using transfer learning as well. This is an 

effective method for them to re-use the model weights from 

pre-trained models which were specifically developed and 

trained on huge datasets for computer vision 
[7]

. 

Feature extraction was performed on the said model to 

customize it as per our requirements. Multiple pretrained 

models were tried for the purpose to see which one would suit 

our needs best. We experimented with ResNet101V2, 

ResNet152V2, EfficientNetB7, ResNet50, VGG19, 

InceptionResNetV2 and EfficientNetB7 Hyperparameter 

tuning was performed for each model and each model was run 

multiple times.  

 

2.4 Final Model 

We selected InceptionResNetV2 as the final model as it gave 

the highest accuracy among all the models tested. 

InceptionResNetV2 is a very deep network which makes use 

of a very deep network along with residual weights. With an 

ensemble of 3 residual and 1 Inception-v4, this network 

achieved 3.08 percent top-5 error during the on the ImageNet 

https://www.thepharmajournal.com/
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classification (CLS) challenge 

[8]
.  

 

2.5 Initialization and Optimization  

The ImageDataGenerator function was used to generate the 

image data. flow_from_directory was used to generate 

training images. For the validation images, 

flow_from_dataframe was used.  

For the final model selected, InceptionResNetV2, include_top 

layer was given as false and the input image shape was 

resized to 200, 200. This was heuristically found to give the 

most accurate validation. Other sizes that were tried were 64, 

100, 128. The optimizer was taken as Adam with a learning 

rate of .00005 which was heuristically found out to be most 

optimum (RMSprop was also tried). Categorical cross entropy 

was used as a loss function however binary cross entropy was 

also tried. Accuracy metric was used for the evaluation. The 

batch size was taken to be 32 (Batch sizes of 30, 50, 60 and 

100 were also tried). The number of epochs were set to a 100 

however early stopping mechanism was employed with a 

patience of 3 (2 was also tried).  

All our models were able to generalize well and overfitting 

did not appear to be an issue. Looking at the validation loss 

and accuracy of the model, we realize that there is scope for 

improvement of both. However limited computational power 

is a major hurdle in training models of high complexity. Our 

models on an average five hours to train on a core i7-9750H 

GPU with NVIDIA GTX (4GB) GPU.  

The model was saved, and the test images were run into the 

model to obtain predictions in a text file which were uploaded 

to Kaggle for obtaining test predictions and team rank.  

 

3. Results and Discussion 

Multiple results in terms of validation accuracy as well as the 

validation loss were obtained while testing the various models 

developed for the image classification task. All models were 

developed using convolutional neural networks (CNN) and 

were tested using the validation dataset for the purpose of 

getting optimal results from our model in terms of the 

validation loss and validation accuracy 
[9-10]

. The final model 

was tested using test dataset as well. 

We realized that shallow models give very little accuracy and 

deeper models are very hard to train both in terms of time as 

well as computational power. Among all the CNNs tried, 

InceptionResNetV2 gave the highest validation accuracy, 

lowest loss and the results were replicable multiple times. 

The metrics for the models created from scratch ranged from 

26.31 to 36% for validation accuracy. Validation loss varied 

from 3.45-2.9. For the models using transfer learning the 

results are summarized in Table 1.  

For our final model selected, the validation accuracy was 

0.5639 and loss 1.8791 (Figures 2 and 3). The test predictions 

were 56% and our model was among the top 13 models 

among 39 submissions (top 36%).  

This network architecture has been shown to achieve has been 

shown to achieve good performance with low computational 

costs as was seen in our study too 
[12]

. The use of deep 

learning techniques has been reported to improve 

classification accuracy of images by a number of authors for 

various fields like object-based land-cover image 

classification 
[13]

, Hyperspectral Image Classification 
[14]

, 

diabetic retinopathy detection 
[15]

, Breast Cancer Image 

Classification 
[16]

 etc. In fact convolutional Neural Networks 

are supposed to work very well for the later study 
[16]

. Some 

researchers however have also reported decision tree 

classifier, and knowledge-based classification as important 

approaches for multisource data classification 
[17]

.  

We infer that InceptionResNetV2 may be used for similar 

classification problems and that the accuracy may further be 

improved by using multiple networks for the same problem. 

  
Table 1: Results of Transfer Learning (*Final Model) 

 

CNN Validation Accuracy Validation Loss 

ResNet101V2 

0.2133 

0.5376 

0.4953 

3.9823 

2.3041 

2.3575 

ResNet152V2 0.5059 2.4791 

EfficientNetB7 0.05 5.123 

ResNet50 0.0378 5.0723 

VGG19 0.2441 3.4286 

InceptionResNetV2 

0.4768 

0.5200 

0.5265 

0.5639* 

2.7077 

2.1028 

2.0543 

1.8791* 

EfficientNetB7 0.050 5.03 

 

 
 

Fig 2: Plot of Training loss and validation loss for the final model: 

InceptionResNetV2 

 

 
 

Fig 3: Plot of Training accuracy and validation accuracy for the final 

model: InceptionResNetV2 
 

4. Conclusion 

Of all the models trained for the present image classification 

task, we conclude that feature extraction with 

InceptionResNetV2 gave the highest validation accuracy, 

lowest loss and the results were replicable. This net can 

therefore be used for classification of similar images thereby 

for solving a number of problems in image classification.  
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