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Rainfall-runoff analysis using artificial intelligence 

couples with genetic algorithm 

 
Avanish Yadav, MA Alam and Shakti Suryavanshi 

 
Abstract 
A daily rainfall runoff time-series estimate is crucial to water resource planning and development. The 

aim of this research to comparatively examine the applicability of Artificial Intelligence (AI) methods 

(i.e., multilayer perceptron (MLP), Support Vector Machine (SVM), multilayer perceptrons neural 

network coupled with genetic algorithms (MLP-GA) and the Support Vector Machine coupled with 

genetic algorithms (SVM-GA) model for estimating and simulating the daily runoff discharge. The 

models investigated at Jondhara stations, Seonath stream in Bilaspur district, Chhattisgarh, India. Three 

performance criteria, including correlation coefficient (CC), root mean square error (RMSE) and percent 

bias (PBIAS), were applied for model performance assessment. Based on the result findings, SVM-GA 

algorithms showed superior performance to other models for stations with low correlation coefficients 

(CC), RMSE and PBIAS (CC = 0.9751, RMSE = 0.3230, and PBAIS = -0.0080 in training data set and 

CC = 0.9575, = RMSE = 0.3709 and PBAIS = -0.0117 in testing data set in Q-4 model and CC = 0.9743, 

RMSE = 0.3354 and PBAIS = -0.0084 for training data set and CC = 0.9733, RMSE = 0.3390, and 

PBAIS = -0.0104 for testing data det in Q-16 model). As compared to statistical criteria all methods, 

specially SVR-GA performed exceptionally well. The study indicated that SVR-GA could handle and 

simulate daily runoff based on limited information. 

 

Keywords: Hydrological process, multilayer perceptron neural networks, support vector machine, 

genetic algorithm, runoff forecasting, rainfall-runoff relationship 

 

1. Introduction 

The accurate forecasting of river flows/runoff/stream discharge and sediment yield are one of 

the most vital parts of achieving a sustainable water resource management and protecting the 

environment [1–3]. In order to design hydraulic structures, to calculate flood and drought 

patterns, to schedule irrigation, to develop reservoir operations, to make environmental 

planning decisions, and to analyse flood and drought patterns, it is critically important to 

produce precise short and long-term stream discharge forecasts [3, 4]. Water is primarily 

provided by runoff from rainfall, especially in arid and low-rainfall regions [5]. In areas with 

arid or semi-arid and dry climates, technical and scientific methods are increasingly essential 

to accumulate and control surface runoff to provide water storage for irrigation, domestic and 

dam projects purpose. Therefore, in order to improve the estimation of the runoff from 

catchment basins after rain, it is crucial that we obtain more accurate data of runoff from 

rainfall [1, 2, 6]. 

Several literature reviews have suggested that historic precipitation data set is often used to 

estimate surface runoff [4, 7]. The runoff is also affected by many meteorological variables such 

as evaporation, air temperature, net solar radiation, relative humidity and wind speed, etc., as 

well as basin-specific characteristics such as area, length, slope, distance from the basin's 

centroid to the basin outlet, etc [8, 9]. Over the past few decades, a number of research efforts 

have been conducted all over the world to try and predict more than just rainfall. In most of 

these studies, empirical, numerical, deterministic, and statistical methods were the main 

approaches used [10–12]. There have been many approaches developed since the middle of the 

previous century to address this issue, including the soil conservation curve number method 

(SCS-CN), developed to deal with this issue [13]. It's been a challenge to forecast rainfall-runoff 

with rainfall as an input in water resources management. Serval studies have shown that 

optimization techniques like Harris Hawks Optimization [14], Genetic Algorithm (GA) [15], 

Grey Wolf Optimization (GWO) [16], augmented grey wolf optimization (ANN-AGWO) [16], 

marine predators algorithm (ANN-MPA) [16] and Particle Swarm Optimization (PSO) [17], 

Neural Network-Based Forecasting Approaches [2, 10, 18], 
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machine learning [19], and artificial intelligence [11, 20] can be 

appropriate solutions to solve complex complications related 

to water resources like, rainfall-runoff forecasting, 

meteorological parameters forecasting, mechanical and 

electrical engineering, coastal engineering, and safety in water 

supply networks and pipe networking etc [1, 21–28]. 

Studies have been conducted using the artificial intelligence 

model, and there have been no studies comparing much more 

more models. As a result, additional models should be 

examined and compared with each other because, depending 

on the conditions in a region, different models can produce 

different rainfall-runoff results. Past studies have not explored 

the use of two AI algorithms such as MLP, SVM and one 

optimizer technique such as genetic algorithm programming 

(GEP) methods together, which is explored in this study. The 

present research simulates rainfall-runoff in Jondhara station 

at Seonath stream in Bilaspur district, Chhattisgarh using 

multilayer perceptron (MLP), support vector machine (SVM), 

genetic algorithm-based hybrid multilayer perceptron (MLP-

GA), and genetic algorithm-based hybrid support vector 

machine (SVM-GA) models., respectively. 

 

2. Methodology 

2.1 Study Area Description and Collection of Data  

The origin of Seonath stream is Panabaras cluster in the 

Rajnandgaon, Chhattisgarh-India.  
Basin is situated between latitude 200 16' N to 220 41' N & 
Longitude 800 25' E to 82035' E. This basin of the river 
extends over an area of 30,860 square kilometers up to the 
confluence of the river with the Mahanadi. This river 
traverses a length of 380 kilometers during its journey. Its 
main tributaries include Kharun, Arpa, Hamp, Agar, and 
Maniyari Rivers. There is a wide variation in the amount of 
mean average rainfall received in the basin each year, ranging 
from 1005 mm to 1255 mm. The details of data used in model 
are given Table 1. 

 
Table 1: List of hydrological gauge stations in Seonath Basin 

 

Station District Latitude Longitude Stream 
Data 

Available 

Type of 

Site 

Jondhara Bilaspur 21°42'47" 82°21'30" Seonath 2000-2020 GDSQ 

 

2.2 Artificial intelligence models 

2.2.1 Multilayer perceptron neural networks (MLP) 

A neural network consists of layers of neurons arranged in 

parallel [29]. Neurons are located in the hidden layers of an 

ANN, which is composed of an input layer, a hidden layer, 

and an output layer. During the training phase, neurons are 

connected by weights to neurons in subsequent layers. There 

are two activation functions that can be used in order to 

analyse the features present in the input data. These are 

sigmoid activation functions and linear activation functions. 

These two functions are commonly used in the hidden, layer 

as well as output layer [30, 31]. A multilayer perceptron with a 

back propagation algorithm is considered to be the most 

common and popular kind of network, which will be the 

subject of this study. A number of prediction problems have 

been successfully tackled with the help of the 

backpropagation training algorithm [32–34]. Ghorbani et al. [35] 

elaborated more details about the MLP method. 

 

2.2.2 Support vector machine (SVM) 
The support-vector machine (SVM, also known as the 

support-vector network) is a programming model for 

supervised learning which consists of an associated learning 

algorithm to analyze the data in order to make classifications 

and regressions This technique was developed with his 

colleagues at AT&T Bell Laboratories by Vladimir Vapnik [36, 

37]. SVMs can be considered to be one of the most reliable 

methods for predicting outcomes, since they are based on 

statistical learning frameworks or on the V-C theory proposed 

by Cortes and Vapnik [38]. As a result of a set of training 

examples that have each been marked as belonging to a 

specific category, the SVM training algorithm builds a model 

by assigning each new example to one of the two categories 

based on the mark on the training examples. It is therefore a 

non-probabilistic binary linear classifier (although methods 

like Platt scaling exist for implementing SVM in a 

probabilistic classification environment). This method of 

machine learning maps the training examples to points in 

space in such a manner as to increase the width of the gap 

between the two categories. After mapping the new examples 

into this space, the predictions are made to determine whether 

they belong to a specific category based on the side of the gap 

from which they come [39]. 

 

2.2.3 Hybrid artificial intelligence Algorithm Based on GA 

GAs are stochastic optimization methods that don't require the 

use derivatives and are encouraged by natural assortment in 

the fields of genomics and evolution in biology. In many 

ways, it is finest to other optimization methods in terms of 

performance. In terms of continuous and discrete 

optimization, this method can be used to solve problems in 

both areas. Unlike the artificial intelligence method, the GA 

method is less likely to cause the user to get stuck in local 

least than the AI method. The computational model is based 

on a population-inspired approach. This is a population 

genetics-inspired algorithm for learning how to learn new 

things. Traditionally, it has been used primarily as an 

optimization function and that has been found to be a valuable 

global optimization method, particularly for multi-model and 

non-continuous processes that require global optimization. An 

overview of the suggested hybrid algorithms can be seen in 

Figures 1a and 2b which show a schematic representation of 

them. The proposed model proposes a hybrid AI (MLP and 

SVM) learning technique using the GA tool to optimise the 

hyperparameters of the network through integration with 

artificial intelligence. A chromosome of hyperparameters is 

encoded on an encoding matrix that allows the GA to tune 

each hyperparameter on the network. In the final step of the 

process, as a consequence of the GA procedure, the AI 

technique is used to train the network. 
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Fig 1: Flow diagram of hybrid MLP-GA and SVM-GA algorithm

 

2.3 Model development 

To predict the daily runoff, it is a complex procedure, which 

is dependent on various parameters such as rainfall behavior, 

runoff, soil properties, and vegetative cover, etc. It is also 

dependent on a particular time lag for the purposes of 

modelling. Thus, for the purpose of developing rainfall runoff 

models, different combinations of runoff and rainfall were 

combined.  

 
𝑄𝑖,𝑗 = 𝑓(𝑄𝑖,𝑗 , 𝑄𝑖,𝑗−1, 𝑄𝑖,𝑗−2, … … … 𝑄𝑖,𝑗−𝑚, 𝑅𝑖,𝑗−1, 𝑅𝑖,𝑗−2, 𝑅𝑖,𝑗−2, … . . 𝑅𝑖,𝑗−𝑚 ) (1) 

 

where, Qi,j is the runoff for jth day of the ith year, Sij is the 

runoff for jth day of the ith year and m standards for time lag 

which is taken as three in present study. Hence, different 

combinations of runoff and rainfall need to be considered 

when developing runoff prediction models. Various input 

variables were employed to effectively predict the daily 

runoff discharge presented in Table 1 in accordance with the 

significant correlation between the inputs and output. 

 
Table 1: Combination of input- output variable 

 

Model Output Inputs variable 

Q-1 Qt Rt, Rt-1, Rt-2, Rt-3, Rt-4, Rt-5, Rt-6 

Q-2 Qt Rt, Rt-1, Rt-2, Rt-3, Rt-4, Rt-5 

Q-3 Qt Rt, Rt-1, Rt-2, Rt-3, Rt-4 

Q-4 Qt Rt, Rt-1, Rt-2, Rt-3 

Q-5 Qt Rt, Rt-1, Rt-2 

Q-6 Qt Rt, Rt-1 

Q-7 Qt Rt-1, Rt-2, Rt-3, Rt-4, Rt-5, Rt-6 

Q-8 Qt Rt-2, Rt-3, Rt-4, Rt-5, Rt-6 

Q-9 Qt Rt, Rt-1, Rt-2, Rt-5, Rt-6 

Q-10 Qt Rt, Rt-2, Rt-3, 

Q-11 Qt Qt-1, Qt-2, Qt-3, Qt-4, Qt-5, Rt, Rt-1, Rt-2, Rt-3, Rt-4, Rt-5 

Q-12 Qt Qt-1, Qt-2, Qt-3, Qt-4, Rt, Rt-1, Rt-2, Rt-3, Rt-4 

Q-13 Qt Qt-1, Qt-2, Qt-3, Rt, Rt-1, Rt-2, Rt-3 

Q-14 Qt Qt-1, Qt-2, Rt, Rt-1, Rt-2, Rt-3 

Q-15 Qt Qt-1, Qt-2, Rt, Rt-1, Rt-2 

Q-16 Qt Qt-1, Qt-2, Qt-3, Rt, Rt-1 

Q-17 Qt Qt-1, Qt-2, Qt-3, Rt, 

Q-18 Qt Qt-1, Rt, Rt-1, 

Q-19 Qt Qt-1, Rt, Rt-1, Rt-2 

Q-20 Qt Qt-1, Rt, Rt-1, Rt-2, Rt-3 

Where Qt and Rt = Present day discharge (m3/sec) and rainfall (mm). 
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2.4 Best input Variable selection: Gamma Test (GT) 

In any hydrological environment, there are many complex, 

dynamic, and non-uniform processes occurring constantly. A 

Gamma test establishes an impartial and multi-objective way 

of determining each input parameter’s significant potential. 

Scholars use a tedious and time-consuming trial-and-error 

method to determine the ideal input combination [1, 10]. 

Therefore, to resolve this problem, a novel approach Gamma 

Test, is used to evaluate the ideal input variables in a data set, 

introduced by Stefansson et al. [40]. It is competent enough to 

create a trustworthy and smooth model. The gamma test can 

be used to determine whether a continuous, nonlinear model 

has the least possible standard error for each set of input-

output data by examining its variance [12, 20, 41–46]. The two-

gamma test statistic, gamma value (Г) and V-ratio, are used to 

select the number of input variables. The relationship between 

the inputs (x) and output (y) variables is determined by Eq. 

(2): 

 

𝑦 = 𝐺𝑥 + Г  (2) 

 

Where, G and Г denote the gradient and intercept of the line 

of regression (x = 0), y describes the output. Another 

indicator, i.e., V-ratio (VR): 

 

𝑉𝑅 =
Г

𝜎2(𝑦)
  (3) 

 

Here, Г = gamma function, and σ2(y) = output variance. All 

combinations of inputs could be tested using the Gamma test 

in order to discover the input combination with the lowest 

absolute Gamma value. When m scalar inputs are present, 

there are 2m - 1 possible combinations. We can produce a 

superior mathematical model if the gamma, standard error, 

and V-ratio are below zero; when the values of gamma, 

standard error, and V-ratio are lower, we have a higher chance 

of model consistency. Input pairings were selected from those 

that had the lowest gamma, standard error, and V-ratio values 
[1, 2, 11, 20, 47]. 

 

2.5 Model performance evaluation  

A qualitative and quantitative evaluation of the developed 

models was conducted in order to check the predictive ability 

accuracy for the daily stream discharge of Jondhara stations. 

The models were compared with predicted and observed daily 

runoff for the years 2000 and 2002 in order to assess their 

qualitative and quantitative performance. In order to this, the 

quantitative performance of the model, statistical and 

hydrological indices like Pearson correlation coefficient (CC), 

root mean square error (RMSE) and percent bias (PBIAS) 

were estimated. For this study, the acceptable threshold for 

correlation coefficient (CC) is 0.9 and above. A model 

between 0.8 and 0.9 is considered to be good, and one below 

0.8 is regarded as unsatisfactory. For PBIAS, between 0 to 10 

is considered to be very good, 10 to 15 is considered to be 

good, 15 to 25 is considered to be fair and more than 25 is 

regarded as unsatisfactory or inadequate. A better and 

excellence model is one that has the minimum value of root 

mean square error (RMSE) and percent bias (PBIAS) and 

higher values of coefficients of correlation (CC) [24, 25, 48–51]. 

 

CC =  
∑ (Qti

Obs−Qti
Obs̅̅ ̅̅ ̅̅ ̅̅ ̅

)(Qti
Pre−Qti

Pre̅̅ ̅̅ ̅̅ ̅̅
)N

i=1

√∑ (Qti
Obs−Qti

Obs̅̅ ̅̅ ̅̅ ̅̅ ̅
)N

i=1

2
∑ (Qti

Pre−Qti
Pre̅̅ ̅̅ ̅̅ ̅̅

)N
i=1

2
  (4) 

 

RMSE =  √
1

N
∑ (Qti

Obs − Qti
Pre)

2N
i=1   (5) 

 

RMSE =  

√1

N
∑ (Qti

Pre−Qti

Obs
)×100N

i=1

∑ (Qti
Obs)N

i=1

 (6) 

 

Where, all parameters are indicated as follows: Qti
Obs is an 

observed or actual value of stream discharge, Qti
Pre is 

simulated or forecasted value of stream discharge, Sti
Pre̅̅ ̅̅ ̅̅  and 

Sti
Obs̅̅ ̅̅ ̅̅ ̅

 are the mean value of observed or actual and simulated 

or forecasted value of stream discharge samples, respectively 

and N is the total number of data points. 

 

3. Results and discussion 

3.1 Best Input Selection 

The selection of appropriate input parameters for daily stream 

discharge and sediment yield forecasts is challenging. A tool 

like this eliminates unnecessary input parameters that don't 

contribute to predicting the outcome. The most relevant inputs 

are selected to avoid complexity. Once the models have been 

developed, they can easily be interpreted and analyzed. A 

Gamma test was used to select suitable input variables for 

MLP, SVM, MLP-GA and SVM-GA models. The selection 

of the optimal input variables is a crucial stage in modeling 

for the best result of the chosen models. Various input 

combinations of stream discharge (m3/sec) and rainfall (mm) 

with multi lag were used to determine the best input 

combination for present day stream discharge prediction. 

Various input variables were employed to effectively predict 

the daily stream discharge and daily sediment yield presented 

in Table 3 in accordance with the significant correlation 

between the inputs and output, which is illustrated above. 

 
Table 3: Selection of Input variable based on Gamma Test 

 

Model Input variable 
Jondhara 

Gamma SE 

Q-1 Qt 0.5520 0.0595 

Q-2 Qt 0.5562 0.0588 

Q-3 Qt 0.5990 0.0566 

Q-4 Qt 0.5122 0.0538 

Q-5 Qt 0.5892 0.0541 

Q-6 Qt 0.5204 0.0595 

Q-7 Qt 0.4552 0.0581 

Q-8 Qt 0.5505 0.0584 

Q-9 Qt 0.5704 0.0575 

Q-10 Qt 0.4534 0.0575 

Q-11 Qt 0.3679 0.0481 

Q-12 Qt 0.5565 0.0578 

Q-13 Qt 0.5359 0.0564 

Q-14 Qt 0.5494 0.0575 

Q-15 Qt 0.3588 0.0477 

Q-16 Qt 0.3364 0.0458 

Q-17 Qt 0.3475 0.0463 

Q-18 Qt 0.4883 0.0590 

Q-19 Qt 0.5416 0.0571 

Q-20 Qt 0.5416 0.0576 
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Table 3 lists the values of the two gamma test indicators 

mask, gamma value along with the standard error for each 

input pairings for Jondhara station for present day discharge 

prediction. The lower gamma test statistics show that an input 

combination performs better. Out of 20 feasible combinations, 

for Jondhara station, model numbers Q-4 (Rt, Rt-1, Rt-2, Rt-3) 

were selected best input for rainfall lags only and second-best 

input combinations which is combination of stream discharge 

and rainfall, Q-16 (Qt-1, Qt-2, Qt-3, Rt, Rt-1) were selected for 

Jondhara station further study to keep climate change 

influence. 

 

3.2 Artificial intelligence-based rainfall – runoff modeling 

at jondhara station 

The daily runoff in a watershed which is a function of not 

only the daily rainfall, but also the runoff from the previous 

day. A watershed's characteristics, such as its size, shape, 

slope, soil type, type of subsoil, and others, influence the 

runoff of the following day as a result of the previous day's 

rainfall and runoff. The relationship between the input and 

output variables is presented in Tables 2 of the present study, 

respectively. In order to develop the Rainfall – runoff model, 

a combination of present-day rainfall, one lag day, two lag 

days, and three lag days of rainfall (i.e., model Q-4 (Rt, Rt-1, 

Rt-2, Rt-3)) for Jondhara station was used as inputs, and the 

current runoff, as outputs, as result Gamma test shown in 

Table 3. As mentioned, daily runoff in a watershed which is a 

function of not only the daily rainfall, but also the runoff from 

the previous day thus, in order to develop another Rainfall – 

runoff model for climatic change, a combination of previous-

day, two day and tree days lag runoff, and present-day 

rainfall, one lag days of rainfall, was used as inputs (i.e., 

Model Q-16 (Qt-1, Qt-2, Qt-3, Rt, Rt-1)).  

The Optimal setting parameters (Architecture) of MLP, SVM, 

MLP-GA and SVM-GA models algorithms for tuning AI 

models shown in Table 4, were trained and the quantitative 

performance using developed AI models was evaluated based 

on various performance indicators such as correlation 

coefficient (CC), root mean square error (RMSE) and percent 

bias (PBIAS) as shown in Table 4.  

 
Table 4: Results of Rainfall – runoff modelling at Jondhara 

 

Input Algorithms Architecture 
Training Testing 

CC RMSE PBIAS CC RMSE PBIAS 

Q-4 

MLP 4-31-1 0.9843 0.2609 -0.0065 0.8877 0.5064 -0.0156 

SVM 
Cast: 17 

Gamma: 0.20 
0.9310 0.5093 -0.0127 0.9465 0.4230 -0.0130 

MLP-GA 4-21-13-1 0.9685 0.4161 -0.0104 0.9562 0.3765 -0.0119 

SVM-GA 
Cast: 15 

Gamma: 0.20 
0.9751 0.3230 -0.0080 0.9575 0.3709 -0.0117 

Q-16 

MLP 5-27-1 0.9740 0.3416 -0.0085 0.9555 0.3893 -0.0120 

SVM 
Cast: 9 

Gamma: 0.20 
0.9742 0.3385 -0.0084 0.9559 0.3879 -0.0119 

MLP-GA 5-37-1 0.9745 0.3323 -0.0083 0.9565 0.3851 -0.0118 

SVM-GA 
Cast: 12 

Gamma: 0.25 
0.9743 0.3354 -0.0084 0.9733 0.3390 -0.0104 

 

It is apparent from Table that CC, RMSE and PBIAS values 

of developed MLP Q-4 (Architecture 4-31-1) models were 

found 0.9843, 0.2609 (m3/sec), and -0.0065 (%) during the 

training period, and 0.8877, 0.5064 (m3/sec) and -0.0156 (%) 

during testing period, respectively. For SVM Q-5 

(Architecture- Cast: 17 and Gamma: 0.20), the CC, RMSE 

and PBIAS values were found 0.9310, 0.5093 (m3/sec) and -

0.0127 (%) during training period and 0.9465, 0.4230 

(m3/sec) and -0.0130 (%) during testing period respectively; 

For MLP-GA Q-5 (Architecture- 4-21-13-1), the CC, RMSE 

and PBIAS values were found 0.9685, 0.4161 (m3/sec) and -

0.0104 (%) during training period and 0.9562, 0.3765 

(m3/sec) and -0.0119 (%) during testing period respectively; 

and For SVM-GA Q-4 (Architecture- Cast: 15 and Gamma: 

0.20), the CC, RMSE and PBIAS values were found 0.9751, 

0.3230 (m3/sec) and -0.0080 (%) during training period and 

0.9575, 0.3709 (m3/sec) and -0.0117 (%) during testing period 

respectively. However, in terms of quantitative values of 

statistical metrics presented in Table 4.5, the SVM-GA was 

found to perform better compared to MLP, SVM and MLP-

GA at Jondhara stations in most of the three statistical 

metrics. During the training period, the MLP model had a 

good performance, but during the testing period, it failed to 

perform as well. 

The estimation of daily stream discharge using MLP, SVM, 

MLP-GA and SVM-GA models was done on the basis of CC, 

RMSE and PBIAS during training testing period for Rainfall 

– runoff model for climatic change at Sigma station with 

consideration of rainfall. The values of CC, RMSE and 

PBIAS during the testing period for MLP, SVM, MLP-GA 

and SVM-GA models are summarized in Table 4. As evident 

from Table 4, the SVM-GA model provided the best accuracy 

(CC = 0.9743, RMSE = 0.3354 (m3/sec) and PBAIS = -

0.0084 (%) for training period and CC= 0.9733, RMSE = 

0.3390 (m3/sec) and PBIAS = -0.0104 (%) for testing period) 

with Cast: 12 and Gamma: 0.25 architecture. The MLP-GA 

with 5-37-1 architecture was found to be suitable for daily 

stream discharge estimation with CC = 0.9745, RMSE = 

0.3323 (m3/sec) and PBAIS = -0.0083 (%) for training period 

and CC = 0.9565, RMSE = 0.3851 (m3/sec) and PBIAS = -

0.0118 (%) for testing period. Similarly, the optimal MLP and 

SVM models gave CC = 0.9740 and 0.9742, RMSE = 0.3416 

and 0.3385 (m3/sec), and PBIAS = -0.0085 and -0.0084 for 

training period respectively, and CC = 0.9555 and 0.9559, 

RMSE = 0.3893 and 0.3879 (m3/sec), and PBIAS = -0.0120 

and -0.0119 (%) for testing period, respectively with 5-27-1 

and Cast: 9, Gamma: 0.20 architecture, respectively. 

As a first step in the process of analyzing the AI-based 

models that were developed, a qualitative analysis was 

conducted using the interpretation of their graphs and scatter 

diagrams in order to get a better understanding of the models' 

characteristics. In order to verify and validate the equivalence 

between models and observations, actual stream discharges 

were compared with predicted model runoffs to obtain daily 
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stream discharges. The daily stream discharge values during 

the training period and the subsequent testing period along 

with the scatter plots for MLP, SVM, MLP-GA and SVM-GA 

models are shown in Figure 2 and 3 along with their temporal 

variations as well as their scatter plots for Q-4 model and Fig. 

3 for Q-16 model, respectively. 
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Fig 2: Line and scatter diagram of (a) MLP, (b) SVM, (c) MLP-GA and (d) SVM-GA models model (Q-4) during training and testing period 
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Fig 3: Line and scatter diagram of (a) MLP, (b) SVM, (c) MLP-GA and (d) SVM-GA models model ((Q-16) during training and testing period 
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Figs. 2 and 3 illustrate the estimated and observed values of 

stream discharge using various developed AI models for 

Jondhara station during the training and testing period. The 

graphs and scatterplots show that the developed models 

generally slightly underestimate daily stream discharge. 

Considering the particular conditions of the station Jondhara, 

the qualitative performance of the developed models with 

regards to predicting the daily runoff has been found to be 

satisfactory. As compared to other models, the regression line 

and the best fit (1:1) line are often close to one another. For 

example, the line of regression is nearly the same for all 

models, but the best fit (1:1) line is closer for the SVM-GA 

model, since it has fewer scattered estimates than other 

models. Based on the regression results from MLP, SVM, 

MLP-GA, and SVM-GA models for Jondhara, it seems that 

all the models are slightly inaccurate in predicting the daily 

stream discharge values at the station, which indicates that all 

the models under-predict the stream discharge values by a 

very slight degree. 

 

4. Conclusion 

The Jondhara station at Seonath River in Chhattisgarh, India 

was examined to assess the capabilities and application of 

artificial intelligence models. A hybrid AI algorithm based on 

GA (Genetic Algorithm), MLP-GA, and SVM-GA, was 

employed in this study to develop models of daily discharge 

based on MLP, and SVM. In this study, various type 

architectures of MLP, SVM, MLP-GA, and SVM-GA models 

were developed, train the and tested (validation) the model for 

the checking the accuracy the developed model. To select the 

best network structure among MLP, SVM, MLP-GA and 

SVM-GA models, a trial-and-error methodology was used 

because there is no specific rule for choosing the best 

structure. In order to evaluate the quantitative performance, 

correlation coefficients (CC), root mean square errors 

(RMSE) and percent biases (PBIAS) were estimated. 

Performance evaluation indices were used to select models for 

analysis based on their performance during training and 

testing. Taking this study's results into account, the following 

conclusions can be drawn: 

1. For future forecasting of daily discharge and sediment 

yield, best input parameter play an important role, thus 

for this goal, gamma test was used to identify the best 

input combination. 

2. Based on the performance indices, among artificial neural 

networks SVM-GA model (Cast: 15, Gamma: 0.20) for 

Q-4 model and SVM-GA model (Cast: 12, Gamma: 0.25) 

for Q-16 model outperformed than MLP, SVM, MLP-GA 

models in daily discharge prediction for Jondhara station. 
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